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ABSTRACT

Display advertising is the graphical advertising on the World
Wide Web (WWW) that appears next to content on web
pages, instant messaging (IM) applications, email, etc. Over
the past decade, display ads have evolved from simple ban-
ner and pop-up ads to include various combinations of text,
images, audio, video, and animations. As a market seg-
ment, display continues to show substantial growth poten-
tial, as evidenced by companies such as Microsoft, Yahoo,
and Google actively vying for market share. As a sales pro-
cess, display ads are typically sold in packages, the result of
negotiations between sales and advertising agents.

A key component to any successful business model in dis-
play advertising is sound pricing. Main objectives for on-line
publishers (e.g. Amazon, YouTube, CNN) are maximizing
revenue while managing their available inventory appropri-
ately, and pricing must reflect these considerations.

This paper addresses the problem of maximizing revenue
by adjusting prices of display inventory. We cast this as
an inventory allocation problem. Our formal objective (a)
maximizes revenue using (b) iterative price adjustments in
the direction of the gradient of an appropriately constructed
Lagrangian relaxation. We show that our optimization ap-
proach drives the revenue towards local maximum under
mild conditions on the properties of the (unknown) demand
curve.

The major unknown for optimizing revenue in display en-
vironment is how the demand for display ads changes to
prices, the classical demand curve. This we address directly,
by way of a factorial pricing experiment. This enables us
to estimate the gradient of the revenue function with re-
spect to inventory prices. Overall, the result is a principled,
risk-aware, and empirically efficient methodology.

This paper is based on research undertaken on behalf of
one of Google’s clients.
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1. INTRODUCTION

Display advertising is a fast-growing, multi-billion busi-
ness, which provides a premium way of advertising online
(see [7], [17]). This is much more than ads in Web browsers.
People are watching video, reading newspapers, magazines,
books and listening to digital music at an ever-increasing
rate. They are turning to new devices like smartphones,
tablets, e-readers and video game consoles. Display adver-
tising has a significant advantage over advertising in maga-
zines, newspapers and TVs: (i) it provides targeting options
such as demographic and behavioral targeting to laser on
a specific audience, (ii) one can track the performance of
the advertising campaign daily to measure metrics such as
impressions, clicks and conversions.

In order to make display advertising work better, large
companies like Microsoft, Yahoo and Google have been in-
vesting in new technologies that should help grow display
advertising for all publishers by orders of magnitude (see
[7], [2])- Onme of such examples is a DoubleClick (Google)
platform, called DoubleClick for Publishers, which is an ad
serving platform that maximizes the value of ad space that
publishers directly sold themselves. The overall goal is to
give publishers a firm control and empower them with more
data, reports and controls and, therefore, help them make
better decisions about ad space forecasting, segmentation,
targeting, allocation and pricing. Pricing of display ads is
one of the most challenging tasks and can significantly im-
pact publisher’s revenue (see [12], [6], [1]).

Specific dynamics in the process of sales of display ads
makes the pricing problem different from the related of-
fline and online pricing schemes. Advertisers pre-purchase
a reservation package of online inventory (impressions) on
content sites (publishers). In this business context, an ad-
vertiser with certain advertising goals approaches a sales
representative either directly or through an ad agency, after
which they start a negotiation. The result of this process
is a sold package of impressions, which represents the num-
ber of times a certain ad is displayed on a Web page when
users access it within the desired window of time in the fu-
ture. Impression (inventory) categories differ in their prop-
erties, such as size, type (text, video, etc.), position, as well
as monitored performance measures (Click Through Rate
(CTR), conversion rate, etc.), which usually impact their
price. Data collected from the 2009 DoubleClick (Google)
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User Group sessions revealed that publishers adhere to a
wide spectrum of pricing practices, ranging from scientific
methodologies to educated guesses. As a result, it is likely
that many publishers aren’t generating as much revenue as
possible from their inventory. However, by applying scien-
tific methodologies to publishers’ pricing practice, they may
be able to improve their monetization.

1.1 Our Contributions

This paper establishes a revenue maximization methodol-
ogy for modifying prices of online ad inventory that is sold
by sales people and is reserved for the guaranteed delivery.
We model the problem as inventory (impression) allocation
problem with capacity constraints for different types. Since
in practice change in inventory allocations as a function of
price is not known, we propose an iterative procedure for
gradual increase in revenue that is based on tracking the
gradient of a suitably chosen Lagrange relaxation of the
revenue objective. The gradient of the impression alloca-
tion function at the current price point is obtained using
the only practically-feasible way, pricing experiment. How-
ever, there are various practical constraints that one needs
to satisfy in the process of estimating the revenue gradient
and conducting consequent price adjustments.

As already described before, an intrinsic ingredient of the
sales process is negotiation. Even though there is a menu of
inventory categories and the corresponding prices, a negoti-
ation takes place and every sales person’s goal is to negotiate
the 'most’ profitable deal. Our goal in this paper is not to
change the current sales process, but to change the listed
prices which are used by sales representatives as a ’start-
ing point’ for their negotiation. Calculating the revenue-
increasing inventory (listed) prices requires a rigorous and
thorough collection of accurate pricing-related information,
including product (ad) information, historical sales infor-
mation, delivery data, traffic forecasts, impression availabil-
ity and sell-through rates. For example, Google’s (Dou-
bleClick’s) tool for data collection and storage is called DART
Sales Manager. Records on various offers and advertisers’
responses during the deal negotiations are not recorded, ex-
cept for the information about the package of impressions
that is finally sold. In this paper, we do not directly incor-
porate methods sales people use to negotiate the deal (e.g.,
price discounts, bonus (free) impressions) since these meth-
ods vary depending on a publisher. However, we present
a fundamental approach in treating the negotiated price-
controlled inventory allocation problem, which can be ex-
tended to specific negotiation practices. Due to the space
limitation, we do not address these extensions in this paper.

Our first of a kind, practically feasible and statistically
rigorous revenue maximization methodology incorporates:

e Iterative optimization algorithm for adjusting inven-
tory prices to gradually increase revenue.

e A statistically rigorous, experimental method for es-
timating the gradient of impression allocations with
respect to prices (i.e., allocation sensitivity). The pro-
posed procedure incorporates several important prop-
erties:

— It is very simple to execute and minimally inter-
feres with the current sales process, which is nec-
essary in convincing publishers to allow the ex-
perimentation.
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— It incorporates ways to reduce risks of different
nature: (a) Effects from the variation in adver-
tiser inventory requirements and budget constraints;
(b) "Noise’ originating from changes in the current
economy, seasonality, management decisions, etc.

— It is maximally efficient given the experimental
constraints and incorporates a way to extend the
experiment’s duration (when more data is needed
to make statistically reliable decisions).

— It scales with the number of inventory categories.

1.2 Literature Review

The novel methodology presented in this paper touches
upon several streams of literature.

First, pricing reservation-based (or guaranteed) contracts
in display advertising is a challenging task due to several in-
trinsic properties of its sales process: (i) contracts might be
signed at different points of time before they actually start,
(ii) advertisers’ inventory and audience preferences can be
also quite diverse which makes the demand categorization
hard. In addition to negotiation which is currently the most
dominant sales model for selling display inventory, estimat-
ing market value of publisher’s inventory is a challenging
task. This problem was addressed in [6] with the goal to
design an automated pricing system used by sales agents
as a starting point for negotiation and is a reflection of in-
ventory’s market value. In this paper, we track inventory
allocations in time and measure the impact of their price
change on publisher’s revenue. Due to many noise factors
that could make this task almost impossible, there is a need
for risk-aware experimental methodology that would elimi-
nate bias coming from (i) variations in advertiser inventory
requirements, (ii) 'noise’ originating from changes in the cur-
rent economy, seasonality, management decisions, etc. The
method proposed in this paper can be easily extended to
an arbitrary number of different inventory types and han-
dles the collected transaction data in the maximally efficient
way (as will be described later).

In [16], there is a comparison in expected revenues be-
tween different pricing schemes used in display advertising
with no consideration of uncertainties in advertiser’s demand
and viewers’ supply. For more work addressing ad delivery,
online search behavior and other decision making techniques
for a Web publisher with an advertising operation, an inter-
ested user is referred to [19] and [12], and references therein.

There are other ways to sell online inventory, which are
different from selling guaranteed display impression pack-
ages addressed in this paper. Real-time auctions are used
extensively in sponsored search ([10]) and non-guaranteed
display advertising ([18]). Here, the pricing method is com-
binatorial auctions ([9]), and the problem is to find a yield-
maximizing way to allocate inventory. Guaranteed contracts
are sold at different points in time, and are not amenable to
auctions.

There are other optimization problems that arise in dis-
play advertising area and are not directly related to the rev-
enue maximization in this paper. One of them addresses
serving (or matching) display ads to incoming users. There
is a series of work that casts this problem as a stochastic
matching problem where decision control is obtained using
primal-dual optimization method derived from the packing
linear program (LP) (see [11], [5] and references therein).
Apart from focusing on different optimization problems, all



WWW 2012 — Session: Advertising on the Web 1

of the mathematical models in these papers require knowl-
edge of demand distributions and impose strong regularity
conditions on the revenue function. This paper addresses a
fundamental problem of iterative solving of the optimization
problem under no distributional assumptions on model pa-
rameters and under very mild conditions on demand curve
necessary to estimate its gradient (elasticity, sensitivity) at
the current price point.

One of the main contributions of this work comes from the
experimental methodology we use to estimate elasticity of
the demand curve at the current price point. The literature
on experiment design mostly relates to the marketing area
and is quite extensive. Given the importance of understand-
ing which inventory attributes are attractive to advertisers
and, therefore, having choice menus is widely advisable for
the Web-based information services (see [15] and references
within). In a vast stream of literature on learning consumer
choice behavior, there is a clear knowledge of the market
and advertisers’ preferences (see, for example, [3], [4], etc.),
which focuses on model selection that could be later used
to optimize revenue. However, these so called conjoint stud-
ies are essentially infeasible given the current way of selling
display ads. The process of negotiating a deal is highly de-
pendent on sales representative and the past relationship be-
tween a sales person and an advertiser. Also, currently used
tools for sales data collection and storage do not record in-
termediate negotiation results and details, but only the final
contract details, which include impression allocations, their
price and campaign duration. In addition, there is a general
tendency not to let advertisers leave without a contract af-
ter the negotiation. This eliminates an option of 'learning’
whether advertiser actually rejected the offered package of
impressions. Thus, the choice of the experimental approach
is quite limited. Our fractional factorial design ([8]) has
all of the desirable properties of an experiment in display
advertising business: it provides a statistically sound and
risk-aware approach that deals with small data volumes and
various biasis in the most efficient manner. The only draw-
back in conducting any pricing experiment is that there are
no revenue guarantees while it lasts. In order to avoid large
potential loss of revenue in the experimental phase, pub-
lishers allow only moderate price changes during this time,
which further supports our step-wise approach in optimizing
revenue.

2. PROBLEM FORMULATION AND
ASSUMPTIONS

In this section we introduce our mathematical model that
captures the sales process, including measurable model pa-
rameters and assumptions used in the analysis. It relies
strongly on our prior research of Google’s publisher clients.
On a separate note, we refer an interested reader to [6],
which describes the key features of the sales dynamics pre-
sented in this paper.

A stream of advertisers arrives to a given publisher ac-
cording to some point process in time. Upon her/his arrival,
an advertiser, a, a € A, brings budget B, that she/he has
available to spend on a package of impressions. In addition,
advertisers usually have some initial preferences with respect
to types of ads they want to purchase (video, text, multime-
dia, etc.), as well as certain performance expectations (mea-
sured through CTR, conversion rate, etc.), which are not
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recorded in practice but influence the negotiation dynamics
(discussed later). We assume that transaction budgets are
independent from their arrival points in time within a given
time interval. Analysis of actual transaction traffic implies
that the transaction (arrival) rate of one advertiser is much
smaller than the aggregate transaction (arrival) rate of all
advertisers. Therefore, assuming that purchasing decisions
of different advertisers are mutually independent, we treat
a collection of transactions that occurs in a given bounded
interval of time (experimental phase) independent as well.

Each advertiser has a single sales agent handling all of its
campaigns. An assigned sales agent starts the negotiation by
trying to incorporate all of advertiser’s campaign goals by al-
locating a desirable package of impressions, denoted here by
a K-tuple (Ma1(D), ..., Mok (p)) (K < oo is the number of
inventory types). Apart from the campaign goals (including
budget and past inventory choices), sales agent’s allocation
decision depends on the current inventory utilization levels
and prices. Unfortunately, no records on the negotiation
process are kept, except for the final package of agreed-to
impressions. Impression allocations, (Ma1(D),- .., Mak (D)),
are an (unknown) function of the current price vector, p =
(p1,-..,pK) where pg, 1 < k < K, is the price of inventory
k. (In practice, the price is usually expressed in CPM units,
the cost of 1000 impressions.) We use Ug(p), 1 < k < K,
to denote a percentage of inventory k that is currently uti-
lized (or already assigned) at the moment of transaction.
The negotiated impression package, (Ma1(p), ..., Max (D)),
needs to add up to the advertiser’s available budget spent,
ie., Bo = p1Ma1(D) + - + px Mok (D).

To summarize, recorded (available) information from the
past sales/transactions includes:

e The Advertiser’s name, say a, and the assigned sales
agent;

e Incoming budget, Bg;

e Inventory percent-availability at the moment of sale,
(1 - Ul(ﬁ)7 e 1- UK(ﬁ))? and

e The final package of negotiated impressions,
(Mal(?), AR MGK(?))

We do not make any distributional assumptions on the ar-
rival process of advertisers, budgets, contract duration, etc.
Implicitly, however, we assume sufficient stability for esti-
mates from one time period, in order to remain useful at
later time periods.

Each publisher’s objective is to increase revenue subject
to its current available inventory. The total revenue equals
to the sum of revenues spent on all inventories, i.e.,

R(P)=1)_ Ba=Y Y Mu(p)pr:

acA ac€Ak=1

(1)

Therefore, the optimization problem that a publisher faces
is the following;:

K
max > kY Mak(p)
k=1

a

(2)
st. > Mu(p) <Cr, k=1,..., K.

Note that (2) is a constrained inventory allocation prob-
lem where the inventory allocation is controlled by the price
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vector p. Despite the relatively simple formulation, solv-
ing this optimization problem turns out to be challenging
given that the allocation process (Mq1(p),. .., Max(P)) as a
function of p (i.e. demand surface) is not known. There-
fore, the only feasible optimization procedures are iterative
or stepwise ones, which incorporate learning the gradient of
(Ma1(P), ..., Max(p)) at the current price vector.

Our approach to solving the constrained optimization prob-
lem (2) uses Lagrangian relaxation of the objective function,
ie.,

LOD) =D kY Mar(®)+ Y M(Ck = Y Mai(p)),
k=1 a k=1 a

where A = (A1,...,Ax) represents a vector of costs (or
dual variables) associated with available (non-sold) inven-
tory. Assuming the specific relation between this cost and
price vectors, we provide a stepwise optimization procedure
that guarantees an increase in expected revenue after execu-
tion of each price update and under these rather mild (and
natural) regularity and market assumptions:

Al Ui(p), 1 <k < K, is differentiable;

A2 Anincrease in price of inventory k leads to non-decreases
in demand (allocations) for inventory j, j # k (substi-
tution of demand assumption);

A3 An increase in price of inventory k results (a) in a non-
increase in demand for inventory k. Further, (b) the
relative change in demand for inventory k to its rela-
tive price change is of smaller absolute value. In par-
ticular, halving the price of inventory k results is less
than doubling of demand for that inventory (decreasing
marginal utility assumption);

A4 Sales agents act consistently across all advertisers in
the presence of price perturbations at the current price
vector (aggregation assumption).

The aggregation assumption from above is a common as-
sumption in the econometric theory (see, for example, Chap-
ter 2 of [20]) and, very often, it is not explicitly stated. Re-
laxing this assumption would increase the number of exper-
imental conditions one needs to consider when estimating
the gradient of function £()\, p) at the current price point p.
This is commonly not sustainable in the presence of small
amounts of data.

2.1 Optimization Algorithm

In this subsection, we propose our optimization algorithm
and show that each recommended price update increases
publisher’s expected revenue. Note that the utilization of
the inventory k, Uy (p), can be re-expressed as the sum of im-

pression allocations across all advertisers, CrUi(p) = >, Mar (D).

Our stepwise algorithm consists of repeating the following
three steps:

ITERATIVE OPTIMIZATION ALGORITHM:

1. Estimate the gradient of L(X\, D), VsL(\, D) at the cur-
rent price point where A\, = \i(p) = prUx (D) (i-e., we
assume that the cost of mon-sold inventory equals to
the effective inventory unit price);

2. Adjust the price vector in the direction of the estimated
gradient;
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3. Repeat 1. and 2. until V5L()\,p) = 0.
Next, we state the main theorem of this paper.

THEOREM 1. Assuming that the gradients are accurately
estimated, the ITERATIVE OPTIMIZATION ALGO-
RITHM increases revenue at each iteration and converges
to the local mazimum of the revenue function.

Remarks:

e Estimating V;L£()\, p) requires measuring responses in
the presence of perturbed prices which is captured by
the experimental methodology in Section 3. Each ex-
periment needs to last long enough to collect sufficient
transaction data to be able to estimate gradient with
a reasonable accuracy, which will be discussed later.

e Given that resolving each price update towards a rev-
enue increase requires certain experimental time dur-
ing which there are no guarantees on revenue change,
publishers are commonly satisfied with only one iter-
ation and an incremental revenue increase. However,
no matter when a publisher decides to terminate the
execution of the ITERATIVE OPTIMIZATION
ALGORITHM, an increase in revenue is guaranteed.

Proof: Define g = (qu,. .-
K, and

,qx) where g, =logpr, 1 < k <

a OlogU;
oqr
Then, for A\, = prUx(p) and U, = Uk(p) we obtain

®3)

bk

oLAp) _ 0

O

K
90r > CilUjexpg; + (1 - Uy

=1
K
0log U;
= CiulUkpr + ) Cj(Pa‘*/\j)Uj%

Jj=1

K
= CyUipi + Y, Ci(pj = \j)Usbjn

=1

= CwUslpr + (pk = M)bik] + Y C3U; (D5 — )by
ik

= CyUgpi[l + (1 — U )bxx] + ZC]-U]-(l = Uj)p;ibjk,
J#k

()

In view of Assumptions from before, this latter expression
is well defined and constant across all advertisers at the cur-
rent price point p. Note that the Taylor expansion implies

U (p + Ap) — Ux(p)
Uk (D)

Alog Ux(p) = +o([|Apll) as [|Apl — 0,

(6)
and that considering relative change or change in log uti-
lization is a way of normalizing highly variable changes in
inventory utilization that originate from advertisers’ differ-
ent budget ranges. Next, similarly as in (5), we obtain

OR(p)
Iqk

= CrUrpr[l + brx] + Z CiUjp;bik.
J#k

(7)

Since Assumption A2 implies b;, > 0, and Assumption A3
ILGD) o1 OR®)
k 9q

implies —1 < brr < 0, we conclude that o
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are both positive, implying that both the Lagrangian and
revenue function values increase at each iteration of the al-
gorithm. Since both of the functions are bounded, the algo-
rithm will naturally terminate at the price point that corre-
sponds to local maximum of the revenue function.

&

2.2 Gradient Estimation

In this section, we describe the model we use to estimate
price elasticities (sensitivities) b;;. In order to estimate the
sensitivity, we have to eliminate effects of 'noise’ factors and
business constraints that continuously change in time. For
that reason, we experiment with different (perturbed) price
vectors concurrently by assigning them to non-intersecting,
but statistically similar experimental sales groups. More
details on the experimental procedure is provided in Section
3.

As described above, for each transaction, DART for Pub-
lisher’s database records: (i) negotiated inventory allocation
quantities (Mq1(p), ..., Max (P)), and (ii) available invento-
ries at the time of transaction (which we use to compute
inventory utilization (Ut,...,Uk)). Then, after conducting
the experiment, the transaction data corresponding to dif-
ferent experimental groups are analyzed together. This is
one of the reasons why the design proposed in this paper
is efficient. Similarly as in (4), using Taylor approximation,
we obtain

OlogU; 1 0U;
Ologpr  U; dlogps

+ o(Apr) as Apr — 0.
Then, since
1
Uj = E] g Maj,

using Assumption A4 we obtain that in the presence of small
perturbations Apg, k=1,..., K,

__ OlogU;
7k = Dlog pr
_ Z aj BIOg Maj
— > Maj Ologpy
_ 810g Ma]'
B dlogpr

In order to compute bj; we use linear model

dM =1 dp dU*|B+ E, (8)

where dM is the nx K matrix of responses that represent rel-
ative changes in impression allocations to the corresponding
advertisers when compared to their values when the offered
prices were p (pre-experimental time), i.e.,
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Alog Ma,1  Alog Mg, 2 Alog Mg, k
dM 2 Alog Ma,1 Alog Ma,2 ... AlogMa,r | |
Alog M,,,1 Alog M,,,2 Alog M, k

(9)
index a; is used to denote the advertiser in 7th transaction.
Furthermore, the A-notation emphasizes the advertiser-specific
changes in demand from the previous period. Such changes
from baseline are a zero-order correction for differences in
preference among advertisers. We use n to denote the num-
ber of transactions observed during the experimental period.

Next, dp is defined as

Alog pgl) Alog p%) Alog p%)

dp & Alogp(1 ) Alogpg ) Alogpg() (10)
(n) (n) (n)
Alog p; Alog ps ... Alogpy

Matrix dp is called a design matrix and will be discussed in
detail in Section 3.

Then, dU™ represents generic features for each advertiser-
transaction and, in view of our modeling assumptions de-
scribed in Section 2, sales agents’ allocation decisions de-
pend on some function of inventory utilization, say Uj,, at
the moment of transaction, i.e.

AUR AU ... AU,
s | AUL AUL .. AU an
AUfy AUs, .. AU,

As it was described before, utilization (or availability) of
specific inventories influences the content of the negotiated
package. We scale utilization in order to model non-linear
functional dependence between allocation decisions and the
utilization at the moment of transaction. Appropriate scal-
ing is usually the result of empirical study conducted to
learn sales agents’ behavior. In Figure 1, we observe a rel-
ative change in impression allocations as a result of pertur-
bations in log-scaled utilization, —log(l — U) — (—log(1 —
U)), for a specific inventory category. The transformation
—log(1 — z) describes the sales dynamics where the pop-
ularity and, therefore, high utilization of certain inventory
induces larger allocations in negotiated deals. This dynamic
corresponds to the regime of mear-capacity loading. Also,
one could consider the scaling function to be — log x, which
scores incremental change in low utilization more than at
high utilization (the so called herd effect). Further, in Fig-
ure 2, we observe substitution effects, i.e., how changes in
utilization of one impression category impacts the allocation
in others.

Finally, entries in n x 1 vector E represent noise. We as-
sume that all these entries have zero mean, that they are
mutually independent and independent from dp and dU™.
However, note that biases coming from variability among
different advertisers and changing ’external’ conditions, etc.,
will be diminished by a ’proper’ experiment design as ex-
plained in Section 3. Then, assuming that X £ [1 dp dU*],
we use ordinary least squares (OLS) ([14]) to obtain the lin-
ear model coefficients:

B=(X"Xx)"'x"am. (12)

OLS theory also provides the estimate of the variance-covariance
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Figure 1: Capturing inventory allocation dynamics
as a function of inventory utilization.

matrix of column j of B (jth inventory):

S;=s3(X"Xx), (13)

where s? estimates the residual mean square error. Esti-
mates of the covariances between two columns j; and j2 of
B, say Bj, and Bj,, depend on the correlation of residuals
between the respective pair of columns of dM. Likewise, the
covariance matrix of B;; and Bj, has the same form:

Cov(Bj,, Bj,) = 55,5, (X X) 7", (14)

replacing the scalar value s5 with the scalar covariance s;, j, .

2.3 Price Adjustments and Revenue Effects

Note that the Lagrangian gradient (5) and revenue gradi-
ent (7) are linear functions of elasticities B = (bjx). Then,
in view of (5), we can express its gradient as

0L\, p
gk = ( p) = Bkca
g

where ¢T = (e1,...,cK) satisfies

K
£ Cilipi (S + 1 - Uj);
j=1
we use §;; to denote the function that is equal to 1 when j =

k, and 0 otherwise. The variance of the gradient estimate
gk is obtained using

Var(gr) = ¢" Var(By)e,

where Var(Bj) follows from (14).

The adjusted price vector p that maximizes the positive
change in the value of the Lagrangian function directly fol-
lows from (5) and is obtained by multiplying the current
prices pi, 1,..., K, by

(15)

K
T 1 CjUp B brr+(1=U )bjp)
K Uops
25=1C5U5P;

Mk £ (& (16)

The unindexed factor p which represents a desirable percent-
increase of the Lagrangian value controls the overall magni-
tude of price changes. Usually p is reserved as a business

96

April 16-20, 2012, Lyon, France

decision, while the relative sizes, ui/u;, the directions, are
determined by the gradient presented above.

Note that in the case when processing experimental results
gives high coefficient of variation for the estimated gradient,
ie.,

Var(gr)
9k
for some choice of n (decision parameter), instead of adjust-
ing prices and in order to increase the accuracy, publisher
might decide to extend the experimentation. We include
a way to conduct this extension in a statistically rigourous
manner in Subsection 3.2.

3. PRICING EXPERIMENT

In order to provide gradient estimates discussed in Subsec-
tion 2.2, one needs to create disjoint experimental (cohort)
groups of advertisers. Each group has assigned experimental
prices (p + Ap) for K inventories.

The experimental design methodology incorporates proce-
dures to create experimental groups and is highly dependent
on the constraints of the problem. They should contain sta-
tistically similar mix of advertisers in terms of their baseline
profiles. The idea is that such groups respond similarly to
similar price changes. Most commonly, in reservation-based
online advertising business, an advertiser’s profile is deter-
mined by its annual budget with the publisher, and types of
inventory previously purchased.

A statistically rigorous assignment of advertisers into, say
G, pricing groups requires: (i) Features describing the adver-
tisers, which need to be measurable in the pre-experimental
(or baseline) period. Most commonly, these features include
advertisers’ 'typical’ budgets and inventory preferences, i.e.,
average proportion of their budget spent on different inven-
tory categories; (ii) Mapping of advertisers to corresponding
sales people. In practice, the sales people of a given agency
need to be assigned to exactly one pricing group, and they
carry all their advertiser accounts with them into that group;
(iii) An optimality criterion, which evaluates any proposed
experimental design against any other; (iv) The combinato-
rial algorithm to do the assignment.

Details on the statistically rigorous procedures for creating
statistically similar experimental groups an interested reader
can find in [13] and [21]. In practice, a simple random as-
signment of sales agents to groups gives satisfactory results
when the number of such agencies/advertisers is large. In
contrast, the greatest benefits to more deliberate algorithms
of [13] and [21] occur when the numbers of such agencies is
not large.

>,

3.1 Fractional Factorial Design

In general, the complexity of any experimental design de-
pends on several factors:

e It depends on the choice of the underlying model where
the overall goal plays an important role. This deter-
mines the key responses and the kinds of experimental
variables to be controlled.

e The design depends on the number of experimental
variables (here, inventory prices) to be varied. In or-
der to estimate the gradient with respect to changes
in K prices, there is a minimum number of experimen-
tal groups required (see the discussion below). Then,
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Figure 2: Capturing inventory substitution effects.

it is valuable to add the possibility of extending the
experiment to a longer time (see Section 3.2 below).

e The current system needs to have the basic capacity
to administer the design of the proposed complexity,
i.e., it needs to be easy to implement.

e The design highly depends on the underlying noise of
the experimental process.

As discussed before, our goal is to measure the first or-
der effects, b;; = dlog M;(p)/0log pi, of changes in log in-
ventory allocation dlog M;(p) as a result of changes in K
prices. In view of the analysis in Subsection 2.2, we define
dp as the design matrix of price changes; it can also contain
a column corresponding to the time effects — in case we ex-
tend the experiment to its second phase. In this paper we
do not focus specifically on incorporating time drifts, even
though it would be a straightforward extension of the cur-
rent model. Each experimental group is exposed to a given
vector of price changes and, after running the experiment,
the responses from all experimental groups are aggregated
for the estimation analysis. The method of exposing specific
price vectors to specific experimental groups is the focus of
the experiment design.

As an example, assume that we have three differently
priced inventories. In order to explain what we mean by
the efficient design, observe the following setup. Denote no
price change, i.e. Alogp; = 0, by ’0’, and a price increase,
i.e. Alogp; = > 0, by '+’. Then, in Table 1, we consider
four experimental groups, changing two prices at a time.

In the 3-dimensional space of prices, Table 1 design is sym-
metric, with design points at opposite corners of each face
of the cube. With such a design, the effect of price i can be
calculated as the average of groups 0 and j minus the aver-
age of the other two groups. Thus, all four groups are used
in estimating each price elasticity. This latter observation,
together with the smaller determinant and the design-space
symmetry, indicate that this design is maximally efficient.
The variance-covariance matrix for Table 1 gives zero corre-
lation among the price elasticity estimates and is a manifes-
tation of a deeper property called orthogonality.
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In general, with K prices, the most theoretically scal-
able design has K + 1 groups since we are fitting the linear
model with K first-order terms corresponding to prices, i.e.,
bji,t = 1,..., K (factors next to Alogp;, : = 1,..., K, in
the linear regression model), and one term corresponding to
the baseline level or intercept. In the framework of the frac-
tional factorial design, number of experimental groups, say
G, is rounded to the smallest G = 2877 > K + 1. This is
equivalent to achieving maximally efficient designs by taking
G >4 x [(K +1)/4] groups. Also, one can extend such de-
signs to estimate terms beyond the first order experimental
factors (here, price elasticities). For example, we could esti-
mate higher order terms (a way to model non-linear effects)
by having factors that correspond to Alog p;Alogp; in the
model (8). For more details on these types of design, the
reader is referred to Chapter 6 of [8].

Price perturbations are business decisions, balancing cus-
tomer impact with its potential revenue benefit. Assuming
that such price changes are consistent with the goals of the
study, larger price changes in the experiment offer the sta-
tistical advantage of requiring less extrapolation.

3.2 Two-Stage Experiment

The proposed experiment design provides an option for
extending experimentation into a second phase. Using the
second phase of experimentation explicitly doubles the size
of the data set and thereby increases the precision of the
first period results (gradient estimate). Prices in the second
period change in a prescribed way, as it will be shown be-
low, and estimating sensitivities involves differencing with
respect to the first-period results from the same advertiser.
Apart from increasing the amount of data points, the second
stage reduces advertiser effects since differences in log im-
pression allocations are computed with respect to the same
advertiser. Furthermore, the second-stage in the experimen-
tation allows for measuring time drifts and, therefore, pro-
vides a way to estimate seasonal-type effects. This seasonal-
type effect is estimated orthogonally (i.e., with zero correla-
tion) to the price elasticity effects.

The main disadvantage of the two-period design is that
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Table 1: One example of price changes in experimental groups.

Exp. Group | constant | Inventory 1 | Inventory 2 | Inventory 3 role
0 1 + + + change all prices
1 1 + 0 0 change price 1 from baseline
2 1 0 + 0 change price 2 from baseline
3 1 0 0 —+ change price 3 from baseline

it can double the time required to complete the experiment
and, very often, this is not a feasible option in the way a
specific business is conducted.

The second phase design matrix is obtained from the first
phase by reversing the modality of all price perturbations.
For example, in the case of the example in Table 1 of the
previous subsection, the second-stage matrix would be as in
Table 2.

4. NUMERICAL EXAMPLE

In this section we provide an example on how to use the
previously described experimental methodology to compute
the revenue gradient. Since disclosing publisher’s transac-
tion information is strictly forbidden, we simulate dynamics
of the sales process using the understanding gained through
the analysis of the real data. Note that the described proce-
dure is used to perform one adjustment step in our algorithm
proposed in Subsection 2.1. Each of these adjustment steps
lasts long enough to collect enough transaction data to be
able to adjust prices with a desirable accuracy (as explained
in Subsection 2.3).

Consider a publisher who sells three types of premium
inventory: (i) type 1 - low-cost ($6 for 1000 impressions),
(ii) type 2 - moderately priced ($8 for 1000 impressions),
and (iii) type 3 - high-value (315 for 1000 impressions). We
assume that the overall capacities of these inventories are
C1 =1.37%10%, Cy = 1.013 % 10° and Cs = 1.042 % 10° for
type 1, 2 and 3, respectively.

Advertisers (clients) that are buying the inventory from
the publisher are split into three main groups (buckets)
based on their average budget invested in a transaction: (i)
bucket 1 - ($0, $50000), (ii) bucket 2 - ($50000, $100000),
and (iii) bucket 3 - ($100000, $500000). Within each of the
three buckets, advertisers differ in inventory preferences, as
described in Table 3 below. For example, an advertiser that
belongs to bucket 1 has one of the three possible inventory
preference vectors. Furthermore, we assume that all adver-
tisers within a given bucket range have the same arrival rate
and transaction durations as it is given in Table 3.

Next, we assume that different advertisers arrive to a pub-
lisher according to a Poisson process in time, purchasing
and reserving the inventory for some random, exponentially
distributed, duration (campaign length). We assume that
arrivals of different advertisers are mutually independent,
and that transaction durations are independent from each
other and from the arrivals. Therefore, using the informa-
tion provided in Table 3, one is able to compute average
inventory utilization, which we seek to compute in real sys-
tems by looking at the pre-experimental history of transac-
tions. Therefore, given the demand parameters and inven-
tory capacities, average inventory 4 utilization, say U?, can
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be obtained as

1
UzO —_ ﬂ X
Di
Y acalav. budget)q x (arr. rate)s x (av. dur.)e X (i pref.)q

Ci

implying that UY = 0.165, US = 0.578 and UY = 0.66.

Given the arrival/departure dynamics described above,
one is able to simulate an arrival process of advertisers, as
well as the corresponding campaign lengths, incoming bud-
gets and inventory preferences. In addition to these values,
DART for Publisher’s database keeps records of negotiated
inventory allocations (Maz, ..., Max) and available inven-
tory (which we use to compute their utilization (Uy, ..., Uk))
at the moments of transactions. These quantities depend on
sales dynamics, which we model as follows.

When an advertiser arrives at the publisher, the assigned
sales agent starts negotiating the deal. As shown in Table
3, we assume four advertisers of each type, which makes
the process of splitting them into four experimental groups
easy. There are many heuristics which one can choose to
reach the so called D/D1-optimality criteria in more general
cases, described in [13], allowing us to omit that discussion
here.

Advertisers:

In this simulation, we assume that advertisers tends to
keep their budgets fixed from transaction to transaction.
However, oftentimes when a discount in price of their pre-
ferred inventory is mentioned, the advertiser responds by
increasing his/her budget. We model this phenomenon by
assuming that in the case of inventory discount (advertiser
is exposed to the lower experimental inventory price when
compared to the pre-experimental one) the advertiser’s bud-
get increases with probability 0.5. When the increase hap-
pens, its actual value is chosen uniformly at random from
the range between 0% and 20%.

Sales agents:

Sales agents tend to keep identical inventory allocations
from transaction to transaction with the same advertiser.
However, when the price of the preferred inventory is dis-
counted, its allocation tends to be larger. We model this ef-
fect by increasing allocations by 20% and 50% for inventories
3 and 2 respectively, when compared to the corresponding
pre-experimental average values. Apart from being influ-
enced by price, sales agents’ allocation decisions depend on
the inventory utilization at the moment of transaction. We
assume that sales agents tend to allocate larger amounts of
inventory if it is 'popular’, believing that they make adver-
tisers ’happy’ this way. We model these nonlinear effects by
assuming that changes in allocations are proportional to the
change in the scaled inventory utilization, where utilization
u is scaled as —log(1 — u). In simulating the previously de-
scribed phenomena, we assume that a sales agent first starts
allocating the most expensive inventory from the advertiser’s

I



WWW 2012 — Session: Advertising on the Web 1

April 16-20, 2012, Lyon, France

Table 2: One example of price changes in experimental groups.

Exp. Group | constant | Inventory 1 | Inventory 2 | Inventory 3 role
0 0 0 0 change all prices
1 0 + + change price 1 from baseline
2 + 0 + change price 2 from baseline
3 + + 0 change price 3 from baseline
Table 3: Profiles of incoming advertisers.
Budget Inv. Pref. (% of budget) | Daily Rate | Av. Duration (days) | Num. of Advert.
($ 0, $50000) (80%, 20%, 0%) 1/2 5 4
($ 0, $50000) (50%, 50%, 0%) 1/2 5 4
($ 0, $50000) (0%, 100%, 0%) 1/2 5 4
($ 50000, $100000) (0%, 50%, 50%) 1/8 14 4
($ 50000, $100000) (25%, 50%, 25%) 1/8 14 4
($ 50000, $100000) (0%, 25%, 75%) 1/8 14 4
($ 100000, $500000) (0%, 0%, 100%) 1/10 30 4
($ 100000, $500000) (0%, 50%, 50%) 1/10 30 4
($ 100000, $500000) (0%, 25%, 75%) 1/10 30 4
($ 100000, $500000) (25%, 25%, 50%) 1/10 30 4

Figure 3: Inventory allocation dynamics as a func-
tion of perturbations in its scaled utilization.

Relative change in inventory 3 allocation for BUCKET 3 advertisers
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preference list, while adjusting allocation decisions in case
of price discounts and higher utilization. In case there are
not enough inventory in stock, the rest is allocated from the
other preferred inventory that is the closest in price to this
one. In case there is not enough of the cheaper inventory, we
allocate the lowest cost with the leftover budget. The cheap-
est inventory is usually much less utilized, and, in practice,
never becomes unavailable.

Finally, we simulate dynamics using the description above
and analyze the collected results that correspond to 90 days
of running the experiment. As an example, in Figures 3 and
4, one is able to observe data points which correspond to
the effects we described above: an increase in inventory al-
location due to the price discount, higher allocations due to
higher utilization, reduced allocation due to a lack of avail-
able inventory. Figure 3 captures allocations to the most
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Figure 4: Inventory allocation dynamics as a func-
tion of perturbations in utilization of a substitute
inventory.
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valuable, bucket 3, advertisers, while Figure 4 captures al-
locations to the advertisers belonging to bucket 2.

Using (12), (7) and Alog Rix(p) =~ W for
small price perturbations (see (6)), we compute that the
log-revenue elasticity vector is

0log R(p) dlog R(p)
Ologp: ' Ologps

) ~ (2.5, 1.5, 3.1),

implying that increasing prices of all three inventories in-
creases revenue as well. Confidence (standard error) of the
obtained estimates are 0.042, 0.2 and 0.17, respectively, which
are obtained using the analogous expression as in (15), but
for the revenue instead the Lagrangian function. Of course,
in cases where it is required to obtain 'better’ confidence,
one can always extend the experiment using the method-
ology presented in Subsection 3.2. Finally, using (16), the
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publisher should set the new price vector to be
($6€%°, 88" % §15e> 1) |

where p is a scalar that depends on publisher’s business
strategy.

5. CONCLUSIONS

In this paper we present a methodology for adjusting in-
ventory prices with the objective of increasing (maximizing)
revenue in display advertising. We cast this problem as an
inventory allocation problem, where impression assignments
that are performed by sales agents in the process of sales
are controlled by price as well as the current inventory uti-
lization. Since the demand curve (inventory allocation as
a function of its price) is not known, the only feasible way
to change prices in the direction of the revenue increase is
by performing an experiment. Under mild assumptions on
the inventory demand and no distributional assumptions on
any of the parameters, we present a first of a kind, prac-
tically feasible and statistically rigorous revenue maximiza-
tion methodology that incorporates (i) iterative algorithm
for adjusting inventory prices, and (ii) a statistically rigor-
ous method for estimating elasticity of the demand curve
at each price point. Our fractional experiment design takes
control over various biases that could impact impression al-
locations, such as: variation in advertiser inventory require-
ments and budget constraints, changes in the current econ-
omy, seasonalities and management decisions. Furthermore,
our experimental method is simple to execute and maxi-
mally efficient in the presence of small data volumes, which
are all desirable properties in convincing publishers to adopt
the methodology.
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